Feasibility of forest-fire smoke detection using lidar
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Abstract. The feasibility and fundamentals of forest fire detection by smoke sensing with single-wavelength lidar are discussed with reference to results of 532-nm lidar measurements of smoke plumes from experimental forest fires in Portugal within the scope of the Gestosa 2001 project. The investigations included tracing smoke-plume evolution, estimating forest-fire alarm promptness, and smoke-plume location by azimuth rastering of the lidar optical axis. The possibility of locating a smoke plume whose source is out of line of sight and detection under extremely unfavourable visibility conditions was also demonstrated. The eye hazard problem is addressed and three possibilities of providing eye-safety conditions without loss of lidar sensitivity (namely, using a low energy-per-pulse and high repetition-rate laser, an expanded laser beam, or eye-safe radiation) are discussed.
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Introduction

Extending the principles of radar to the optical range, lidar (LIght Detection And Ranging) technology has found use in many of today's forestry applications, such as monitoring and measuring the chemical activities and status of trees and forests (Saito et al. 2000), and leaf-area estimation (Roberts et al. 2003). Lidar is also a promising tool for forest-fire monitoring because, due to its very high sensitivity and spatial resolution, this active detection technique enables efficient location of small smoke plumes that originate from forest fires in the early stages of development during both day and night over a considerable range (tens of kilometres). By using suitable rastering methods, very accurate location of the smoke source is also possible. The observation of smoke produced by power plants, factories, and forest fires was amongst the first applications of lidar (Hamilton 1969; Hinkley 1976). Since those early experiments, interest in lidar has steadily increased and lidar methods, along with sophisticated algorithms for lidar signal processing (Zuev and Naats 1983; Bissonnette 1986; Weinman 1988; Wei et al. 2001), are now widely used for atmospheric research and monitoring (Measures 1984; Jelalian 1992; Bösenberg et al. 1997). Most of these algorithms are based on an inversion method published by Klett (1981).

The use of lidar as a fire detection tool has yet to receive due attention. The few investigations reported recently are mostly concerned with large phenomena on both spatial and temporal scales, such as on-ground and airborne evaluation of smoke clouds resulting from large forest fires (Uthe et al. 1982; Banta et al. 1992; Targ et al. 1996; Pershin et al. 1999), weapon firing exercises (Uthe 1981), tracking of oil smoke plumes (Eberhard 1983), measuring forest-fire smoke density in the atmosphere and stratosphere (Fromm et al. 2000; Muller et al. 2000), and investigating the correlation between smoke and ozone concentration (Longo et al. 1999). Local observations are predominantly focused on plumes emitted by power plants (Benech et al. 1988; Bennet et al. 1992). Thus, although smoke detection by lidar is a well-known technique, considerable effort is still required to create effective, reliable, and simple methods for ground-based forest fire surveillance. Numerical assessment of the lidar parameters required for successful use of lidar for fire detection was carried out by Andreucci and Arbolino (1993a, 1993b) and Vilar and Lavrov (1999, 2000). Earlier experiments carried out by the authors testify that small fires with a burning rate of about 0.03 kg of wood per second can be promptly detected from a distance of 6.5 km (Utkin et al. 2002).

The present paper partially addresses problems arising from the high cost and complexity of common lidar equipment by experimentally investigating the possibility of using a simple single-wavelength direct-detection lidar to locate forest fires. This possibility is closely related to the detection sensitivity of the device. Being an active technique, lidar-assisted detection of forest fires has the potential to reveal...
forest fires in their earliest stages, when the burning area is small enough for the fire to be easily extinguished. Instead of observing the flames, lidar detects the smoke plume, which is much larger and higher. In the next section the fundamentals of smoke sensing using lidar are briefly discussed and the signal-to-noise ratio (SNR) is related to the parameters of the lidar equipment, smoke plume, and atmospheric conditions. This relation allows theoretical predictions of the SNR for ideal observation conditions to be made, when the probing laser beam irradiates the centre of a plume with constant shape. The results of experiments, designed to demonstrate the possibility of forest fire detection by lidar in a mountain region, even when the smoke plume is observed under strong wind against a steep hillside, are reported in the section entitled Experimental results. It is shown that even an inexpensive medium-spatial-resolution lidar can reliably detect the signature from a small smoke plume from large signals due to ground reflections.

Another important characteristic of a lidar surveillance system is the promptness of the fire alarm. The experiments have demonstrated the possibility of detecting smoke plumes as early as 40 s after the fire started. Forest fire location was performed by an azimuth-angle sweep, allowing the position and dimensions of the smoke plume to be estimated. Examples of location of a smoke plume whose origin is out of line of sight and detection under unfavourable visibility conditions were also demonstrated. The results are summarised in the final section.

Fundamentals of smoke sensing

Lidar signal

The power $P_r$ received by the lidar is defined by the lidar equation (Measures 1984, p. 243):

$$ P_r(R) = E_p \frac{c(B(R)) A_r}{R^2} \tau_r \tau_s \exp \left(-2 \int_0^R \alpha(R') dR' \right), $$

where $R$ is the current distance, $E_p$ the output laser pulse energy, $c$ the speed of light, $B(R)$ the mean backscattering coefficient, $A_r$ the effective receiver area, $\tau_r$ and $\tau_s$ the transmitter and receiver efficiencies (the latter essentially defined by a filter confining the receiver bandwidth), and $\alpha$ the extinction coefficient. The calculation of the backscattering coefficient $B(R)$ takes into consideration smoke dilution due to mixing with air. It is averaged over the area illuminated by the laser beam as well as along the line of sight within the range $ct_p/2$, where $t_p$ is the laser pulse duration (for a pulse of 10 ns the distance of averaging is 1.5 m). The extinction coefficient $\alpha$ was estimated by the slope method (Klett 1981; Zusov and Naats 1983) from the lidar signals recorded in a smoke-free atmosphere, immediately before and after each series of experiments.

The smoke plumes from forest fires in the initial stage are compact rather than dispersed targets. They appear in the raw lidar signal as narrow peaks and in this condition the most useful measure of detection efficiency is the ratio between the peak return signal value and the background noise in the vicinity of the peak.

Noise

Fluctuations in the return lidar signal arise due to atmospheric effects and noise associated with the optical detection system. The output signal from the photomultiplier includes three components (Measures 1984, pp. 226–233; Andreucci and Arbolino 1993b): the current due to the received laser beam energy, $I_{sig} = P_r^s R_p G$, the current resulting from background radiation, $I_{bgnd} = P_{bgnd} R_p G$, and the dark current $I_{dark}$. In the above equations, $P_r^s$ is the power of received backscattered radiation in the vicinity of the signal peak, $G$ the photomultiplier gain, $R_p$ the photocathode responsivity and $P_{bgnd}$ the power of received background solar radiation (Younans et al. 1994). The latter is given by:

$$ P_{bgnd} = A_r \tau_r B_f \frac{\pi \gamma^2}{4} L_{\lambda}, $$

where $B_f$ is the receiver optical bandwidth confined by an optical filter, $\gamma$ is the full angle of field of view, and $L_{\lambda}$ is the background solar radianse at the lidar operating wavelength.

When data are accumulated over $n$ lidar shots, the signal-to-noise ratio is defined by the equation (Measures 1984, pp. 226–229):

$$ \text{SNR} = \sqrt{\frac{P_r R_p G \sqrt{n}}{2eG^2 FB_e (P_r^s R_p + P_{bgnd} R_p + I_{dark} / G)}} = P_r R_p \sqrt{\frac{n}{2eFB_e (P_r^s R_p + P_{bgnd} R_p + I_{dark} / G)}}, $$

where $e$ is the electron charge, $B_e$ the effective bandwidth of the receiver, and $F$ the noise factor associated with the gain.

Experimental results

Experimental investigations on the detection of small forest-fire smoke plumes were carried out using a direct-detection lidar operating with visible radiation of 532 nm wavelength. The backscattered radiation was collected by a Cassegrainian-type telescope and measured by a photomultiplier. The experimental lidar curves correspond to the accumulation of $n = 128$ return signals. Relevant parameters of the lidar equipment used for the experiments are presented in Table 1. The value of the background solar radiation given in Table 1 was obtained by interpolation of data available in the literature (Pratt 1969; Youmans et al. 1994).

These experiments, which aimed to demonstrate the basic principles and feasibility of lidar-assisted smoke sensing, were performed using robust lidar equipment, capable of providing easy operation in the field. This apparatus is based
Table 1. Characteristics of the lidar set-up and the background solar radiance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transmitter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flashlamp-pumped, water-cooled, Q-switched Nd:YAG laser</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse duration</td>
<td>( t_p )</td>
<td>ns</td>
<td>10</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>( \tau )</td>
<td>Hz</td>
<td>1–15</td>
</tr>
<tr>
<td>Beam divergence</td>
<td>( \kappa )</td>
<td>mrad</td>
<td>( \sim 0.5 )</td>
</tr>
<tr>
<td>Operating wavelengths</td>
<td>( \lambda )</td>
<td>nm</td>
<td>532</td>
</tr>
<tr>
<td>Estimation of pulse energy</td>
<td>( E_p )</td>
<td>mJ</td>
<td>Up to 20</td>
</tr>
<tr>
<td>Total transmitter efficiency</td>
<td>( \tau_t )</td>
<td>%</td>
<td>90</td>
</tr>
<tr>
<td><strong>Receiver</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cassegrainian telescope</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective area</td>
<td>( A_r )</td>
<td>m²</td>
<td>0.0678</td>
</tr>
<tr>
<td>Full angle of field of view</td>
<td>( \gamma )</td>
<td>mrad</td>
<td>1.45</td>
</tr>
<tr>
<td>Efficiency</td>
<td>( \tau_r )</td>
<td>%</td>
<td>64</td>
</tr>
<tr>
<td>Filter bandwidth</td>
<td>( B_f )</td>
<td>nm</td>
<td>4.8</td>
</tr>
<tr>
<td><strong>Photomultiplier with Peltier cooling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dark current</td>
<td>( I_{dark} )</td>
<td>A</td>
<td>( 4 \times 10^{-7} )</td>
</tr>
<tr>
<td>Gain</td>
<td>( G )</td>
<td></td>
<td>( \sim 10^5 )</td>
</tr>
<tr>
<td>Estimation of photocathode responsivity</td>
<td>( R_p )</td>
<td>mA W(^{-1})</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>Data acquisition system</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBM-compatible PC with ADC ISA board</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td></td>
<td>Sample/s</td>
<td>( 25 \times 10^6 )</td>
</tr>
<tr>
<td>Corresponding space resolution</td>
<td></td>
<td>m</td>
<td>6</td>
</tr>
<tr>
<td><strong>Parameters of the atmosphere</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Background solar radiance</td>
<td>( L_\lambda )</td>
<td>W m(^{-2}) sr(^{-1})μm(^{-1})</td>
<td>120</td>
</tr>
</tbody>
</table>

on a solid-state Nd:YAG laser, with a frequency-doubling non-linear crystal in order to provide easy-to-track green radiation, as well as the fundamental infrared radiation. The experiments were carried out in a protected area, so eye-safety conditions were unimportant in this context. The ways of providing eye-safety without significantly decreasing the detection range are discussed in the Conclusions.

Forest fire surveillance using lidar requires the equipment to be placed at elevated observation points in order to avoid masking of the area under surveillance by ground relief and foreground objects (trees, buildings, etc.). In Portugal, forests are predominantly located in mountain areas, where one can take advantage of the natural relief and place the observation stations on the top of mountains or on already existing surveillance towers. Since forest fires often occur in valleys or on hillsides, fire detection in mountain regions is characterised by the fact that usually only the upper, less dense, part of the smoke plume appears in the direct field of view of the instrument and, in many cases, the plume must be detected against a background resulting from the hillside rather than against a clear sky (Fig. 1). In view of these remarks, the present work aims to demonstrate that the sensitivity and spatial resolution of a simple lidar instrument is sufficient for early detection of forest-fire smoke plumes in the above conditions. Experiments on detection of plumes of experimental forest fires were carried out in 2001 in Central Portugal within the framework of the Gestosa project (Viegas 2000).

An example of a 10-min smoke plume evolution captured in the lidar signal is given in Fig. 2. The smoke plume, significantly inclined due to wind, was observed at a height of 25 m above the ground; the distance from the lidar apparatus to the fire location was about 2.4 km. According to the predictions of theoretical treatments of smoke propagation in the atmosphere (Davidson and Slawson 1982; Heikes et al. 1990; Netterville 1990), the fire was located about 100 m to one side of the smoke detection point. The peak corresponding to the smoke plume, observed at \( t = 180 \) s after the start of the fire, is easily differentiated from the stronger but spatially separated signal due to the hillside located 30 to 70 m behind the plume. At \( t = 450 \) s the absorption of laser radiation by the smoke
Fig. 2. Raw lidar signals reflecting evolution of the smoke plume against the hillside. Initial moment of time, $t = 0$, corresponds to the start of the fire, $E_p = 2\, \text{mJ}$ and $\nu = 15\, \text{Hz}$.

Fig. 3. Evolution of the smoke plume in terms of signal-to-noise ratio. $\text{SNR}$ for the smoke-plume peak is shown as a solid line, for the hillside as a dashed one.

is so high that the signal from the hillside becomes 3 times weaker than at $t = 0$. A quantitative representation of the time dependence of the $\text{SNR}$ for the plume and the hillside is given in Fig. 3. In lidar fire surveillance, typical observation conditions imply that segments of clear air constitute the greatest part of the probing pulse path in the atmosphere, so the signal peaks are surrounded by areas in which the backscattered radiation is small. Within these areas the signal curve may be approximated, with an error several times less than the noise level, by a straight line. Then the noise may be characterised by the standard deviation of the signal points with respect to this straight line.

Following this technique, the noise level in the experimental curves was estimated by analysing the behaviour of lidar return curves in 400 m regions (for the conditions in question, it is short enough for the signal curve to be quasi-linear while long enough for providing a representative noise sample) immediately before and after the signal peak. The time-averaged value $\text{SNR} = 54$, estimated theoretically using equations (1) and (3), is in good agreement with the experimental values. Developing in conditions of non-uniform wind, the smoke plume was subjected to significant random deviations while the direction of the probing laser beam remained fixed, which resulted in the signal instability and, eventually, in the scatter of $\text{SNR}$ values observed in Fig. 3.

An important feature of any fire-surveillance system is how fast it can detect a fire. Figure 4 shows the evolution of the lidar signal for an experimental forest fire that started at $t = 0$. The fire was detected 40 s after the start. This detection delay corresponded to the time required for the initial dense smoke cloud to rise upward and laterally (due to wind) to the location where it met the probing laser beam, 80 m above and 150 m to the side (in the horizontal direction) of the fire location. Each of the curves plotted in Fig. 4 corresponds to a repetition rate $\nu = 15\, \text{Hz}$, so the total time required for detection is $n/\nu = 8.53\, \text{s}$.

In the experiments described in previous sections, the probing beam and the collecting optics were manually pointed at the smoke plume and kept stationary during signal acquisition. However, real fire-monitoring systems should reveal smoke plumes by automatic scanning within a defined solid angle, corresponding to a prescribed surveillance area.
To demonstrate this ability, a two-pass equidistant azimuth sweep, from $\varphi = 75^\circ$ to $81^\circ$ with a step of $1^\circ30'$ and backward from $\varphi = 81^\circ$ to $72^\circ20'$ with a larger step of $2^\circ10'$, was performed. The azimuth angle $\varphi$ is measured clockwise from the north direction, and the positions of the scanning beam with respect to the fire plot locality are shown in Fig. 5. The laser beam was in a horizontal plane about 80 m above the fire location.

The results of the scanning experiments are summarised in Fig. 6. At the beginning of the scanning ($\varphi = 75^\circ$), the laser beam does not cross the plume, and only the strong signal backscattered from the hillside is seen (curve 1). With a one-step increase of $\varphi$, to $76^\circ30'$, the probing laser beam enters the thinnest, external part of the plume, which appears in the signal (curve 2) by a peak with a near-threshold value of $SNR \approx 2$. Reliable smoke detection is achieved in the next scanning step of $\varphi = 78^\circ$ (curve 3). For $\varphi = 79^\circ30'$ the laser beam goes above the lower hillside, so only the signal due to the smoke plume is observed in curve 4. A further increase of $\varphi$ moves the laser beam outside the plume (curve 5). Backward scanning with a larger step leads to similar results. The maximum value of $SNR = 17$ is achieved for $\varphi = 76^\circ40'$ (curve 7). A rough theoretical estimation of the SNR for the case in which the laser beam crosses the plume axis is 50. These results clearly demonstrate the possibility of fire detection by angular scanning. The method also allows the plume dimensions to be evaluated: about 120 m along the laser beam path and about 3 angular degrees cross-wise, which for a detection distance of 2.5 km corresponds to 130 m. The lidar signals were recorded with a repetition rate $\nu = 12$ Hz, so for an automatic system with a $2^\circ$ step the limiting time of full-circle scanning is as large as $180 n/\nu = 32$ min. It should be noted that an easily achieved 10-fold increase of $E_p$ or $\nu$ leads to a duration of $\sim 3$ min for a full-circle sweep.

One more characteristic of the lidar equipment, which is important for forest fire surveillance, especially in mountain regions, is its ability to function in a wide range of atmospheric conditions. Figure 7 illustrates a signal recorded in especially unfavourable weather conditions. Due to rain and dense fog the average visibility did not exceed 100 m. A better visibility of about 1 km was observed only within a 10-min interval during which the smoke plume from one of the obscured fire sites on the opposite hillside (marked by a square in Fig. 5) was detected. The signal of Fig. 7 clearly indicates the presence of a 100 m-thick smoke plume at a distance.
of 2.9 km from the lidar \((\text{SNR} \approx 4.5)\), which was detected through dense clouds located within the range 1–2 km.

**Conclusions**

The experiments described demonstrate that the direct-detection single-wavelength lidar technique is a promising method for early forest fire detection. The detection delay within the instrument’s detection range is essentially defined by the laser-beam scanning algorithm. Forest-fire detection within a range of 2.5 km can be successfully carried out with a uniform azimuth sweep of \(\Delta \varphi \approx 2^\circ\), and this scanning rate is achievable with available lidar equipment in about 3 min for a full-circle sweep.

The issue of primary practical importance is how the distance to the fire (or, rather, to the smoke plume), \(R\), affects the feasibility of forest fire detection. For remote-detection applications, the feasibility is usually estimated on the basis of the signal-to-noise ratio (how pronounced is the desired signal against the noise background). It is supposed that for reliable detection one must achieve \(\text{SNR} \geq 5\). As it is seen from equation (3), describing the \(\text{SNR}\) variation with distance, the decay of the retroreflected power \(P_{r}(R)\), described by equation (1), is the main potential limitation to lidar-assisted forest-fire surveillance. The signal decay may be reduced, in particular, by increasing the laser pulse energy and/or the photodetector sensitivity. The influence of other factors, such as the concentration of smoke particles, is as well very important. An experimental and theoretical treatment of the basic phenomena affecting the dependence of \(\text{SNR}\) on the distance to the smoke plume was carried out in a different paper (Utkin et al. 2002). Satisfactory agreement between the experimental \(\text{SNR}\) values for smoke plumes and values predicted on the basis of equations (1)–(3) makes it possible to estimate the maximum range of reliable detection \((\text{SNR} \geq 5\) for \(n = 128)\) for available lidar equipment in good-weather conditions.

In Fig. 8 the estimated range curves corresponding to the energy of the laser pulse, \(E_{p}\), equal to 5 and 30 mJ, are plotted for the height of the smoke-plume observation equal to 50 and 300 m as a function of the burning rate. The wind velocity was assumed to be zero, and in this condition the backscattering and extinction coefficients of the smoke plume, appearing in equation (1), were calculated for the reduced burning-rate value with the help of a gas dynamic model described in Vilar and Lavrov (1999).

The model refers to a smoke plume produced by a compact fire source (simulating a starting forest fire) and developing in conditions of flat terrain and still atmosphere. In this case (Fig. 1) while rising, the smoke plume expands and mixes with ambient air. Consequently, the smoke particle concentration and the range for reliable detection decrease when the height to the ground of the laser beam–smoke plume intersection point increases. As is seen from the figure, the estimated values of the range of reliable detection are 10–23 km, similar to or better than the range of best ground-based passive systems of fire detection (Thomas and Nixon 1993; Ollero et al. 1998; Ugarte et al. 2000). However, the lidar method presents several clear advantages because it does not require direct visibility of the fire or hot regions of the accompanying gas flow, provides more reliable monitoring due to its better false-alarm rejection capability, and provides accurate identification of the fire location.

It is worthwhile to note that, in further development of the lidar system towards an industrial prototype, the probing laser pulse must be made eye-safe and the algorithm allowing for automatic recognition of the smoke signature in the lidar return curve needs to be developed.

The lidar apparatus described in this paper is not eye-safe. The safe distance for direct eye exposure meeting the ANSI and IEC standards is about 4.5 km. It is clear that simply decreasing the laser-energy threshold would have led to inadmissible lowering of the fire detection range. As it is widely discussed in the literature, there are three means for efficiently meeting eye-safety requirements:

- The simplest way is to use a laser that generates low-energy pulses of eye-safe radiation with very high repetition rate. Collecting and summing a large number of lidar returns per unit time will diminish the noise and compensate the \(\text{SNR}\) degradation due to the low backscattered energy. However, only well-uncorrelated noise can be effectively suppressed by data accumulation, which is not the case for some types of atmospheric and detection noise.

- The second way implies distributing the probing-pulse energy over a large beam cross-section through expanding the laser beam. In a monoaxial lidar architecture, the same telescope may be used for both laser-beam expansion and collection of the backscattered energy. Significant beam expansion may even increase the detection range, owing to
lower beam divergence, but it may result in a more complex and costly equipment.

- The most efficient way of achieving eye-safe operation is using a suitable wavelength, either in the ultraviolet ($\lambda < 400$ nm) or in the infrared ($\lambda > 1400$ nm) spectral ranges. The authors considered the latter opportunity in previous publications (Vilar et al. 2001; Lavrov et al. 2003) and concluded that using an Er:glass laser at a wavelength of 1540 nm and an avalanche photodiode for radiation measurement will allow the design of an eye-safe lidar using the same architecture as described in the present work. For the same laser pulse energy, the 1540 nm Er:glass lidar has better detection range than a 1064 nm or 512 nm Nd:YAG lidar (Lavrov et al. 2003).

Development of automatic systems for fire surveillance and lidar signal processing is connected with solution of ill-posed problems that in the last decade were intensively treated with artificial intelligence and neural-network algorithms (Bhattacharya et al. 1997; Arrue et al. 2000). Remarkably, in the case of lidar applications, the area-surveillance task can be reduced to a set of 1-dimensional problems, each of which addresses the data attributed to a line of propagation of the probing pulse. The work described in this paper provides an experimental base for neural-network technologies. Pronounced smoke signatures obtained for good weather conditions indicate the possibility of constructing the training set for supervised neural-network learning.
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