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Abstract—Recognition and classification of images is an extremely topical interdisciplinary area that covers image processing, computer graphics, artificial intelligence, computer vision, and pattern recognition, resulting in many applications based on contemporary mobile devices. Developing reliable recognition schemes is a difficult task to accomplish. It depends on many factors, such as illumination, acquisition quality and the database images, in particular, their diversity. In this paper we study how the data diversity affects decision making in image recognition, presenting a database driven classification-error predictor. The predictor is based on a hybrid approach that combines a self-organizing map together with a probabilistic logical assertion method. By means of a clustering approach, the model provides fast and efficient assessment of the image database heterogeneity and, as expected, indicates that such heterogeneity is of paramount importance for robust recognition. The practicality of the model is demonstrated using a set of image samples collected from a standard traffic sign database publicly available by the UK Department for Transport.

Index Terms—Image recognition, Unsupervised learning, Self-Organizing Maps, Hierarchical clustering.

I. INTRODUCTION

Image recognition is an extremely topical area of research that combines techniques acquired from different fields of knowledge, like image processing, computer graphics, artificial intelligence, computer vision, and pattern recognition. Here, the high performance is one of the most important requirements to meet. The recognition speed directly depends on the available computational resources and the imaging equipment, which can vary from a black and white camera to a multisensor, multi-band surveillance system [1][2]. In many circumstances it takes too long to find the correct match among many possibilities, which conveys a negative impression to the user. On the other hand, the advent of low-cost mobile devices with high computational performance, high quality cameras and low energy consumption has given a huge impetus to the smart image-related applications. Such devices are receiving increasing attention in mobile and ubiquitous computing research and it is expected that their role will only grow with time.

A typical application in question analyses a photo taken by a camera and provides some useful context information to the user. The process of recognition is implemented in four successive phases:

1) Filtering — to remove unwanted information from the initial image;
2) Feature extraction — to acquire useful information;
3) Classification — to categorize the information; and
4) Matching — to match the image with its counterpart in the database.

Classification is performed using the reduced image information (features) obtained at the second phase, providing this way the required high processing speed. However, application of this methodology can lead to loss of useful information and, eventually, wrong classification. As we claim in section V, the relevance of this fundamental limitation is dependent on the sample heterogeneity.

In the past decade the driver support systems has gained considerable attention from the automotive manufacturers. Having this in mind, this study is aimed, in particular, to give a contribution to the traffic sign recognition problem by analyzing the variance of a traffic signs database. The recognition procedure specifically takes into account the color and visual features of the signs, leaving out of scope the constraints characteristic to natural outdoor environments, such as lightning, conditions, perspective distortion, occlusions or bad visibility, just to name a few.

The diversity of the elements in the sample highly affects the performance of the recognition algorithm: similar images in the database cause ambiguity, since the same (or very similar) input data are linked to different outputs. In this context, it is very important to preliminary assess how reliable the data is, taking into account the inherent computational limitations of today’s mobile
devices readily available in the market. For such an assessment we present an early warning system (predictor) that evaluates the image database reliability by discovering and reporting to the user the subsets of images that possess a critical degree of similarity and thus can cause problems in their recognition. To address this issue, we use a scheme comprising two phases: a self-organizing map that groups the images by their similarity and a probabilistic logic assertion that decides whether an image should be kept in the database.

The article is organized as follows: Section II reviews the most important aspects of self-organizing maps as well as hierarchical clustering analysis. In section III we discuss the generic tools of image recognition that composes the framework. The predictor model is described in section IV. The obtained results are presented in section V and summarized in the conclusion section VI.

II. BASIC CONCEPTS

As mentioned above, the proposed recognition efficiency analysis is primary based on a self-organizing map (SOM). Additionally, to infer about the accuracy of the method, an empirical model was created using a hierarchical representation of the data structures. Finding the optimal configuration of the cluster arrangement, the model represents an essential method to evaluate the efficacy of our approach.

Both SOMs and hierarchical representations have found a wide use in numerous artificial intelligence applications [3].

A. Self-Organizing Maps

In our research, SOM constitutes a basis of a powerful technique used in the analysis of datasets containing many natural clusters with varying properties. Also known as Kohonen maps, the self-organizing maps represent a special class of single layer neural networks trained using unsupervised learning, introduced by Tuevo Kohonen in 1982 in [4] and further developed in his subsequent research (see, for instance, [6][7]).

SOMs have an ability to progressively adapt themselves by using a clustering mechanism that gradually becomes sensitive to different input categories of unlabeled data. The general aspects of SOM-based networks are described in details in [8] and references therein. Later on, many improvements were introduced to the original version of the original Kohonen’s SOM (see, for example, [9][10][11]), but the main features remained unchanged. It is also worth to emphasize the insights of [12][13][14] with respect to color segmentation, which is an important feature of our study, as well as the works by Ultsch on visualization of the SOM output [15][16].

The SOM used in the predictor model presented in section IV is briefly described below. The SOM comprises a rectangular lattice composed by nodes (neurons), linked with the input layer (see Fig. 1), each link being associated with a scalar value, the interconnection weight. The neuron is fully characterized by the vector of interconnection weights of its links, whose dimension coincides with the number of input nodes, that is, the dimension of the input data vector.

The training starts with random initialization of the interconnection weights. After that, the algorithm combines three important sequential steps (that are described in details in [8] and thus are discussed here only briefly):

- **Competition:** For each input pattern and all neurons in the grid, one calculates the Euclidean distance between the interconnection weight vector and the pattern vector. The neuron with the smallest weight-to-pattern distance is designated as the best matching unit (BMU).
- **Cooperation:** A neighborhood of neurons centered in the BMU is chosen. All neurons in the neighborhood are subjected to collective adjustment described in the next step.
- **Adaptation:** For each neighboring neuron, its weights are adjusted to make their values close to the input vector. The closer a neuron is to the BMU, the bigger is the adjustment.

![Fig.1. Schematic Representation of the Self-Organizing Map.](image)

B. Hierarchical Clustering

Identifying homogeneous groups (clusters) of objects is of great interest in numerous applications, varying from biology [17] to astrophysics [18] and from the marketing research [19] to the diagnostics of Attention Deficit Hyperactive Disorder [20]. In many cases, the cluster identification helps to reveal some underlying internal structure or hierarchy of the objects under study. The hierarchical clustering approach [21] is more computationally expensive technique than the developed SOM-based algorithm. Being more straightforward, in the present study it is used for verification of the assessments obtained by the self-organizing maps.

Hierarchical algorithms are subdivided into divisive and agglomerative. The divisive ones resort to a top-down clustering method: all samples are initially concentrated in one cluster, which is recursively split down to the hierarchy. At each step the division is performed for the largest available cluster, until all the clusters are broken into a single object. The
agglomerative algorithms use bottom-up joining of initially separated objects, which is repeated until all of them belong to a unique cluster.

The main tool for illustrating the arrangement of objects produced by hierarchical clustering is a dendrogram, which represents the grouping process in the form of a tree. The widest top raw, tree crown, represents nodes of individual objects. Subsequent rows represent the clustering dynamics as a process of combining previous nodes (individual objects or smaller clusters) into bigger clusters — via branches whose lengths are proportional to the value of the intergroup dissimilarity. Proceeding this way, one represents the clustering dynamics as a sequence of successive merges, which ends up in building a single cluster containing all the objects, the tree’s root.

III. IMAGE RECOGNITION MODEL

For the purpose of the present study, the generic model of image recognition by a mobile device briefly described in the Introduction was adapted to a publicly available database [22] of traffic-sign images.

The recognition algorithm assesses the proximity between an acquired image and each reference image in the database using the Euclidean distance in the feature space. For convenience, the mobile application only suggests the top three matches, giving to the user an option to choose one. The distance from the input image to the best-match image, characterizing the recognition uncertainty, is supposed to be significantly less than that to reference images. However, this does not happen for databases with a lack of sample diversity.

To reduce the noise, each image is filtered by applying a Gaussian blur. This effect smooths the image, providing more stable feature extraction at the next phase. Naturally, there is a trade-off between the stability and the loss of information inevitably accompanying the image blurring.

The feature extraction provides efficient compression of the image information, reducing the vast array of image pixels to a far more restrictive set of special (key, interest, contour, etc.) points. In the case in question, we used the contour-point extraction algorithm by Satoshi Suzuki and Keiichi Abe [23]. For more information on image segmentation see [24].

Direct treating the sets of key points poorly meets the requirements of algorithm stability and fast processing: 1) in many cases the key point description still results in large amount of information and 2) the number of key points varies significantly from image to image. As well, concrete distributions of the key points differ significantly from one feature extraction procedure to another. Meanwhile, these distributions do not differ dramatically at the global scale as the key points always have a tendency to concentrate in the regions with rich information contents. This opens an opportunity to map the structurally changeable set of numerous key points \( \{x\} \) into a fixed set of weights \( \{w_i\} \) of knots of a fixed rectangular grid (see Fig. 2).

\[
i = 1, 2, \ldots, i_{\text{max}}, \quad i_{\text{max}} = \text{GridWidth} \times \text{GridHeight} \quad (1)
\]

\[
w_i = \sum_x \exp \left( -\frac{D_{i,x}^2}{2\delta_{\text{grid}}^2} \right) \quad (2)
\]

Akin mappings are traditionally used in lidar return recognition [25][26] and data processing with radial-basis function networks (see, e.g., [27]). The peculiarity of current application is that the grid is relatively sparse and is used for data transform to lower, rather than to higher, dimension. The weight \( w_i \), associated with the \( i \)-th grid node is defined by a sum of the Gaussian functions where \( D_{i,x} \) stands for the Euclidean distance between the knot and the key (here, the contour) point \( x \). The adjustable constant parameter \( \delta_{\text{grid}} \) defines the radius of a neighborhood in which the knot is sensitive to the presence of key points. Note that for all images the transformation \( \{x\} \rightarrow \{w_i\} \), governed by relation (2), yields a weight array of the same size \( i_{\text{max}} \).

An important supplementary factor of image differentiation, the color information, is added through
two additional knots corresponding to the relative mean red and green intensities

\[ w_{i\text{max}+1} = \text{Int}_{\text{red}} = \frac{R}{R + G + B}, \]
\[ w_{i\text{max}+2} = \text{Int}_{\text{green}} = \frac{G}{R + G + B}, \]

(here \( R, G, \) and \( B \) represent the total RGB intensities of the recorded image). As far as \( \text{Int}_{\text{red}} + \text{Int}_{\text{green}} + \text{Int}_{\text{blue}} = 1 \), only two independent relative intensities were chosen. The sample structure is composed by arrays — one per image — stored in a lightweight text file (JSON format), that concatenates a collection of attributes described above with their corresponding values.

Every time a user activates the recognition process, the signature of the acquired photo

\[ W = \{ w_1, w_2, \ldots, w_{i\text{max}}, w_{i\text{max}+1} = \text{Int}_{\text{red}}, w_{i\text{max}+2} = \text{Int}_{\text{green}} \} \]

is computed in real time and compared with all database-image signatures. Only in very rarely occasions a user takes a photo whose frame coincides exactly with that of the corresponding sample. For this reason, the matrix of knots is shifted in both vertical and horizontal directions, being dislocated one step at a time in rows/columns (left to right, up to down). For every shift, the pairwise dissimilarity function \( \text{Dis}(W(I), W(S)) \) between the image \( I \) and the sample \( S \) is calculated according to the formula

\[ \text{Dis}^2(W(I), W(S)) = \sum_{i=1}^{i_{\text{max}}} (w_{ij} - w_{ij}^S)^2 + K_{\text{RGB}} \sum_{i=i_{\text{max}+1}}^{i_{\text{max}+2}} (w_{ij} - w_{ij}^S)^2, \]

where the adjustable constant parameter \( K_{\text{RGB}} \) takes into account the difference of importance and units of measure in the \( w \)-feature and RGB spaces. Once defined, the dissimilarity function (4) can be subsequently used for measuring the distance between two vectors in the joint \( w \)-RGB feature space.

IV. THE PREDICTOR MODEL

The goal of the predictor is to estimate the likelihood of an image to be incorrectly recognized. This is particularly relevant for databases with large amount of similar images. Knowing in advance groups (clusters) of images with such similarity allows to take preventive measures, such as selecting only a particular group of truly heterogeneous samples, taking new samples, or making necessary substitutions. The developed SOM-based predictor groups the sample images by similarity, calculating the position of an image on a map (for the case in question, two dimensional lattice of Kohonen nodes \( \{ r_j = (x_j, y_j) \} \), \( j = 1, 2, \ldots, J \) whose dimension \( J \) is defined by the quantity of images) via an iterative process that brings similar images together and moves away the dissimilar ones. If a particular node has several associated samples, it indicates that they have similar signatures. Mapping a sample in a non-shared node gives reason to believe that it will be recognized properly. An important feature of the sample clustering process is its unsupervised nature. The predictor combines the SOM with a probabilistic logic assertion that takes the decision whether an image should be included in the database or not. The SOM reveals sample similarities whose nature and origin are not known in advance, allowing, due to its 2D topology, their visual representation.

As was discussed in section II, the sequential process starts from random initialization of the weights of the links connecting the Kohonen nodes \( \{ r_j \} \), with the input layer whose \( i_{\text{max}} + 2 \) nodes represent the components of the image feature vector \( W = \{ w_{j_{\text{max}}+2} \} \), whose structure is illustrated in Fig. 3.

![Fig.3. Example of an Input Vector which Concatenates Two Kinds of Image Attributes: 10x10 Grid Knot Weights and Red/Green Relative Mean Intensities.](image)

At all, one has a matrix of \( J \times (i_{\text{max}} + 2) \) weights

\[ \{ v^{\{j\}} \} = \left\{ \left\{ v_{ij}^{\{j\}} \right\} \right\}^{i_{\text{max}}+2}_{i=1} \]

The unsupervised learning strategy consists in an iterative adjustment of the neuron weight vectors \( \{ v^{\{j\}} \} \). During this process, the neurons in the lattice compete for the best matching with the current input vector \( W \). The winner — from here on characterized by the index \( j = j_w \) — is the one closest to the input in terms of the distance between the feature vectors \( \text{Dis}(W, v^{\{j\}}) \) defined by Eq.(4)

\[ j_w = \arg \min_{j \in [1, J]} \text{Dis}(W, v^{\{j\}}) \]

The winner node \( r_{j_w} \) is also called the best matching unit (BMU). All the nodes in the BMU neighborhood are adjusted by shifting their weight vectors towards the input vector; the closer the node is to the BMU, the
bigger is the adjustment
\[ V^{(j)}(t+1) = V^{(j)}(t) + \alpha(t) h_{j,j_0}(t) \left( W(t) - V^{(j)}(t) \right) \] (7)

Here the arguments \( t \) and \( t+1 \) refer to the current and next iteration steps while the exponentially decaying factor
\[ \alpha(t) = \alpha_0 \exp\left(-\frac{t}{\tau_\alpha}\right) \] (8)
represents the learning rate (\( \alpha_0 \) and \( \tau_\alpha \) are adjustable constants characterizing the initial learning rate and the decay speed). The spatiotemporal neighborhood function
\[ h_{j,j_0}(t) = \exp\left(-\frac{r_j - r_{j_0}}{2\sigma^2(t)}\right) \] (9)
is a Gaussian centered at the BMU, whose spread decreases with time in a manner similar to \( \alpha(t) \).

The mapping process comprises iterative application of the updating rule (7) with progressively less influence upon the node weights (5) due to exponential decrease of the factors \( \alpha(t) \) and \( h_{j,j_0}(t) \). At each iteration, the mapping accuracy expressed as a mean quantization error (MQE, the mean of the distance (4) between the input vectors and corresponding BMUs) is calculated. The iterative process is stopped when the MQE decreases below a predefined limiting value ("MQE threshold", e.g., 0.001). Due to (8)-(10), in most situations the MQE rapidly decreases at the first iteration and then slowly converges to zero.

After the training, a new sample image can be presented to the SOM, which is able to define its position in the map (assigned BMU) at a very little computational cost. Then, a decision about accepting or rejecting the sample as a member of constructing database can be taken on the basis of the number of previous samples, already associated with the BMU. All steps of the corresponding algorithm are depicted in the diagram of Fig. 4.
V. RESULTS

The practicality of the developed predicting tool is demonstrated using a set of traffic sign images collected from the collection publicly available by the UK Department for Transport [22]. Signatures serving as input data for both the SOM and the hierarchical clustering were derived from these images by successive application of Gaussian filtering (blur), keypoint extraction, and computation of the average RGB intensity values.

The predictor model was verified by doing calculations with several parameter variations and over different image sets. For practical purposes, we evaluated the performance of the predictor model by using seventeen standard traffic sign sets, representing different categories of the traffic signs, comprised 640×480 px color images:

1. Bus and cycle signs: 45 images
2. Direction and tourist signs: 96 images
3. Information signs: 61 images
4. Low bridge signs: 7 images
5. Motorway signs: 59 images
6. On street parking: 85 images
7. Pedestrian, cycle, equestrian: 11 images
8. Pedestrian zone signs: 5 images
9. Regulatory signs: 45 images
10. Road works and temporary: 41 images
11. Signs for cyclists and pedestrians: 16 images
12. Speed limit signs: 23 images
13. Tidal flow lane control: 12 images
14. Traffic calming: 20 images
15. Tram signs: 9 images
16. Warning signs: 120 images
17. Level crossing signs: 22 images

To infer about the accuracy of the predictor, an empirical model was created. The model uses a brute-force algorithm that calculates the sample-to-sample distance for all possible pairs of the images in the database. The distance in the w-RGB feature space is measured in accordance to formula (4) used in the image recognition model of section III. The brute-force algorithm describes the proximity among images by creating a dendrogram that illustrates the optimal configuration of the cluster arrangement. By using a single linkage criterion, one gets a symmetric matrix of the distances between all database samples, to which the method of hierarchical clustering analysis is applied. It is a more exact but exhaustive method, involving significant computational effort, whose application was only related to the need to assess the predictor’s accuracy (notably, as the database grows, each new sample has to be compared with all previous and then the new dendrogram must be generated from scratch).

Comparative view of the dendrogram and 10×10 SOM clustering for “bus and cycle signs” group is shown in Fig. 5. Multiple experiments with different traffic signs groups demonstrated about 85% coincidence of the two clustering methods. At the same time, SOM clustering demonstrates nearly linear, rather than quadratic increase of the calculation time with the increase of the number of images in the database, thus yielding faster results. For example, for the group 16 (Warning signs: 120 images), the hierarchical clustering executes five times longer than the predictor model.

As seen from the results illustrated in Fig. 5, the grouping of the traffic signs corresponds well to their visual similarity. It is also important to mention that empty cells provide good indication of the relative distance between the image related ones in a hypothetic “visual perception” space: cells with more dissimilar sets of images are separated by greater number of empty cells.

VI. CONCLUSION

We applied the clustering capacity of SOM for discovering subsets of images that possess a critical degree of similarity. The study made it possible to better identify the image databases that might cause uncertainty in recognition, by fast unsupervised grouping similar images into clusters.

The diversity of the elements in the sample highly affects the performance of the recognition algorithm. In general, for a family of recognition algorithms described in section III a reasonable threshold is five images grouped in one node: a subset (cluster) of six or more images corresponding to the same Kohonen unit tends to result in ambiguity at recognition.

The good accuracy of the predictor is supported by both the results of hierarchical clustering (dendrogram) and by visual inspection. The proposed clustering method is very flexible and can be easily adapted to other kinds of databases.

For future research, we plan to carry out optimization of the proposed strategy aiming to suggest combinations of subsets of a database according to an aleatory objective rate of recognition. We are also going to extend our study to other complicated man-made and natural objects.
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